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HenpepbiBHOe oby4yeHue (continual learning, CL)

O6y4yeHe HEeCKONbKUM 3aga4aM MnocriefoBaTenbHO, Kak ecnu Task A Task B Task C Task D

Obl Bce 3aga4m Obinn npeacTaBneHbl 04HOBPEMEHHO. /_/—————Kr\’ﬂ ‘

B mawmHHOM 0ByyeHnn genaetcs OonylieHue o
CTaUMOHAPHOCTU pacrnpegerieHnn gadHblX. Agantaums K

HOBOMY pacnpeneneHnio JaHHbIX NMPUBOAUT K YXYOLLUEHWUIO

cnocobHocTM paboTaTb ¢ NpeabiaylwmnmMmn 3agadyamm —

KaTtacTpoduyeckomy 3abbiBaHUIO (catastrophic forgetting, ,

CF). 1 \\mw\v

Mpo6nemaTnka CL: [ —— Task A

» banaHc nnactnyHoCcTn oby4eHna u cTabunbHOCTM NaMATH; | —— Task B

«  BO3MOXHOCTb pasnunuatb OTNUYUA B pacrnpeneneHunsx Wb — Task C
AaHHbIX KaK BHYTPU, Tak U MeXay 3agadvyamu; : 5

*  OnTMMM3aumMsa UCronb30BaHUS BblYUCIIUTENBHbBIX PECYPCOB. 0 10 20 30 40 50 60 70 80 90

Continual Learning with Columnar Spiking Neural Networks (Denis Larionov, Nikolay Bazenkov, Mikhail Kiselev, 2025)



TunoBble cueHapum CL

Buabl 3agad Ha npumepe splitMNSIT
« task-based /task-free - 3agaHbl nv rpaHnubl 3agav; « B task-incremental learning (TIL) Hy>kHO BbIGpaTb
« task-/domain- / class-incremental - gocTynHbl Nn OLHY M3 OBYX Undp B N3BECTHOM 3ajave.
noeHTndounkaTopbl 3agay B TECTUPOBAHUN, N €CNU « B domain-incremental learning (DIL), Takke HyXHO
HEeT, OOSKHbI JIN OHW ONpeaensTbCs; BblbpaTb OOMH U3 OABYX BapMaHTOB, O4HAKO
e streaming - B OAMH MOMEHT BPEMEHMU naeHTuukaTop 3agavm HenssecTteH (onpenennTb
npeabsBnaeTcs TONbKO O4AUH NPUMEP; YEeTHOE YUCIIO USIN HET).
« online - oguH NpUMep NPeabABNAETCA TONbKO O4UH * B class-incremental learning (CIL) Bceraa
pas. npenckasbiBaetca ogHa n3 10 umdop.
Task 1 Task 2 Task 3 Task 4 Task 5
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Three types of incremental learning (van de Ven et al., 2022)



CDyHnameHTaanaﬂ NMPUYNHaA 3abbIiBaHUA — rpagneHTHblie MeToAbl oquenvm

MpakTnyeckn Bce ycnellHble cTpaterum
HenpepbIBHOrO 0by4eHus1, NpeacTaBneHHbIe B
nuTepaType, npeanonaralnT UCNOoMb30oBaHWe
rPaAnEeHTHbIX METOAOB ONTMMU3ALIMN.

cnonb3oBaHne rpagmMeHTHbIX METO0B ABMNSETCS
dpyHOaMEHTanNbHOM NPUYNHON KaTacTPOdUYECKOro
3a0bIBaHUA.

PelleHne npobnemMbl MO CyLWEecTBY MOXET nexaTtb B
MIOCKOCTU NOKamnbHbIX METOA0B 00y4YeHUs, KoTopble
NO3BONSAOT COXPaHATb U UCNONb30oBaTb MHAOPMAaLMIO,
CBSI3aHHYIO C NTOKanbHbIMW FpynnamMn napameTpoB, He
MCMomb3ys BCHO CETb LIENTUKOM.

NokanbHoe obyyYeHne — n3MeHeHne Beca cuHanca
3aBUCUT OT COCTOSIHUSA U aKTUBHOCTU TOIbKO
CBA3aHHbIX C JaHHbIM CUHarNCOM HENPOHOB.

JlokanbHOCTb BbIMUCMEHUW - NOAOXOA K
peanunsauun apdeKTUBHbIX pacnpenesieHHbIX
BbIYUCNNTENbHbBIX CUCTEM, OCHOBAHHbLIX TOSbKO Ha
nokarnbHbIX cUrHanax oT cocegHnx n3anvecknx
y3r10B CeTu.

JTokanbHOCTb 00y4YeHnsa no3eBosigeT obecneynTb
NOKanbHOCTb BbIYMCIIEHUI, YTO NPUHLUMANANBHO
HEBO3MOXHO MPU NUCMOSIb30BaAHNN FPaaNEHTHbIX
MEeTOA0B 0Dy4eHuUs.

SoftHebb: Bayesian inference in unsupervised Hebbian soft winner-take-all networks (Moraitis et al., 2021)



MMNynbCHbIe HEMPOHHbIE CeTn

MaTtemaTtuyeckon mMoaenb, Kotopasi No3BonseT
ncnoneb3oBatb STDP, KOHKYpEeHUMIO 1 MOOYNALMIO
o0y4eHunsa, aBNATCA MMMNYNbCHblE HEMPOHHbIE CEeTU
(MMHC).

NMMHC yxxe nccnegoBanucb B KOHTEKCTE NPOGieMbl
KaTacTpodunyeckoro 3abbiBaHMA U HE NOKa3arnu BbICOKOW
3PP EKTUBHOCTHU (Ha NpUMepe TPEXCITONHON CBEPTOYHON
cetn). OgHOro Nuub NokKanbHOro 06y4eHus
He4OoCTaTOYHO.

PelwweHne npobnemsbl kKaTacTpodunyeckoro 3abbiBaHWS NEXNUT
Ha bonee BLICOKOM ypOBHE abCTpakuum, rae paccMmaTpuBaroTca
He OoTAerSbHble HENPOHbI, @ UX rPymnmnbl, OPraHN30BaHHbIE
cneundunyeckmm ob6pasom (MUKPOKOSOHKMN).

OcHoBHast naest KONnoHOYHOW OpraHM3aLnmn CEeTU 3akn4aeTcs
B TOM, YTO 3fIEMEHTbI 3HAHNIN, KOTOPbLIE JOMKHbI
nepencnonb3oBaTbCsa MeXAy 3ajgav4amMmum B HEMNPEPbIBHOM
0by4eHumn, OOMKHbI ObITb NpeacTaBrieHbl bonee
YHKUMOHANbHBIMU CTPYKTYpPaMn, 4eM MOXeT obecnevnTtb
OAWH HEWPOH.

[Mo3aTomy, B COOTBETCTBUM C MPUHLUMOM fIOKaNbHOCTH
BbIYUCNEHUN, UMEHHO MUKPOKOSOHKU, a HE OTAeSbHble
HEeNpPOHbI, OMKHbI BbICTYNaTb hn3nyecknm cybectpaTtom ong
XpaHEHNA Nose3HbIX 3HaHWM B YCMOBUSIX HEMPEPbLIBHOIO
oby4eHus.

Continuous learning of spiking networks trained with local rules (Dmitry Antonov, Kirill Sviatov, Sergey Sukhov, 2022)



CoLaNET: Columnar Layered Network (inference)

KapTuHka npegcrasnsercsa cetu
Ha 10 waroB BblYMUCNEHWUN, 3a
KotopbiMu cneayeT 10 waros
NycToOn KapTuHKK (silence).

\ HelpoH L, KoTopbii nepBbi
creHepupoBan cnawk (spike),
/ n \ aKTMBMPYET CBOW HEMPOH
@ WTA, KOTOpbI NogaenseT
ocTanbHble WTAB KONOHKe 1

oo nponyckaet cnank k OUT.

*e 0
prediction
L X 2
‘@ Knacc onpenensietcs
_ KOJTOHKOW, KoTopasi

argmax

Input image
28x28

MHTEHCUBHOCTL nuKcenemn \ j 5
COOTBETCTBYET BEPOSATHOCTM reHepuposana OJ'Izb(I).uee
N - yucno cnawkos 3a 20 waros
creHepupoBaTh Cnaiik B AaHHbIN Lwar ® 10
classes BblYUCIIEHU.

BbluMcneHun, rae O cooTBeTCTBYET
HYNEeBON BEPOSATHOCTU, a 255 —
MakKCUMarnbHOW (4acTOTHOe
KoOupoBaHue).

Classifying Images with CoLaNET Spiking Neural Network - the MNIST Example (Kiselev, 2024)



CoLaNET: Columnar Layered Network (oby4yeHue)

MeTka npeabsaBnseTca Ha 20 waros.
Kaxabl Knacc akTUBUPYET CBOKO KOFOHKY Y

nogaBnAeT oCcTalibHble.

B Hauyane obyyeHusa Bce Beca HEMPOHOB L
paBHbl Hynto. C pOCTOM NOMOXUTENBHON

4aCcTu BeCcOB HeﬂpOHbl «3aKkpennarnTca» Ha
CBOUX MatTepHax — CINoXXHee aKTUBUPYITCA
Ha Cﬂy‘-laVlele CTUMYnbl.
)
excitato,y
0 @
| de\aﬂe‘y\
ev»d“"’mﬂ
M 2 . Q}oé XX P R— 9
o= N microcolumn “"’c; o ‘x “‘%_ 6‘_6\\
I plastic :’ wioo~ | 2| s Class label
_____ a7/ '1' \ >
|/, Xy
—
10 classes

Kaxkgast KonoHka Ha HUXKHUX TPEX Crosx
obpasoBaHa Tponkamu HerpoHoB L, WTA M

0\9

REW GATE. Kaxxgasa Takas Tponka obpasyeT
OOHY MUKPOKOIOHKY. OgHa MUKPOKOOHKA
COOTBETCTBYET 3HAYUTENbHO OTNMYaOLWMMCS

ak3emnnspam (nogkrnaccam) O4HOro Kracca.

Al
O6yueHune perynupyetcsa Tpems aktopamu:
aHTU-Xeb0boBCKOW MNacTUYHOCTbLIO \

(ocnabneHne BecoB), AodaMUH-
MOAYNMpPYeMOn NNacTUYHOCTLIO (YCUreHne

BECOB) W NEPUOANYECKON CUHANTUYECKON

peHopmanusaumen.

Classifying Images with CoLaNET Spiking Neural Network - the MNIST Example (Kiselev, 2024)



YnpaBneHue 6anaHcoM NiacTUYHOCTU OOYyYEeHUA U CTaOUNBHOCTU NaMATHU

NHcTpymeHTbl CoLaNET ans HenpepbIiBHOMO
o0y4eHusd

— aganTUBHbIN NOpor cpabaTbiBaHMSA MNACTUYHbIX
HENPOHOB;

— KONMYeCTBO BUPTYaribHbIX CMHAMNCOB, KOTOPbIE
OTBIEKAKOT Ha cebs BENMUNHY N3MEHEHNST BECA NPU
peHopmManmsauum,

— KONMUYEeCTBO MMKPOKOSTOHOK B OHOW KOJTOHKE.

B CoLaNET aganTtuBHbIN nopor cpabaTtbiBaHUS U,
ABNAETCHA CYMMOW KOHCTAHTHOM YacTu U JOMONMHUTENBHON
nobasku, KOTopas NponopunoHansHa cyMme
MOMNOXUTENbHbLIX BECOB:

Uty = Uponst + X “wj

rge a - K03 PUUNEHT NPONOPLUNOHANBHOCTU, Uggnst -
doMKCuMpoBaHHaga YacTb nopora (nonaraetcs pasHom 1), a
w*, - monoxurensHole Beca (w; > 0).

MexaHunka aganTUBHOMO Nopora 3acTaBnaeT HENPOHbI, Y
KOTOPbIX B rnpouecce 0bydyeHna noasBunnce donsbLimne
Beca, CTaHOBUTbCS MEHEE YYBCTBUTENbHbLIMM KO BCEM
BXOAHbIM CTUMYaM, YTO NOHMXaET BEPOATHOCTb
cpaboTtaTb Ha CrlydanHbIN NaTTEPH.

CoLaNET -- A Spiking Neural Network with Columnar Layered Architecture for Classification (Kiselev, 2024)



AkcnepumeHT 1: Permuted MNSIT

np.random.RandomState(seed).permutation(28*28) # what is permutation

array([693, 85, 647, 392, 765, 14, 299, 711, 55, 31, 122, 172, 255,
502, 636, 564, 75, 40, 412, 542, 71@, 772, 239, 252, 156, 27,
se@, 777, 103, 365, 516, 236, 751, 529, 415, 401, 588, 230, 477,
493, 608, 465, 79, 402, 513, 366, 8, 615, 215, 467, 251, 193,
674, 518, 150, 609, 485, 204, 436, 572, 782, 1, 354, 471, 113,
760, 491, 774, 434, 293, 315, 367. 4oz, . . 63R8. AA9. 640
406, 663, 363, 316, 667, 196, 462
351, 214, 18, 768, 458, 735, 67€
566, 162, 39, 702, 590, 283, 655
726, 766, 142, 2, 776, 355, 231y
375, 382, 250, 756, 338, 740, 575

37, 548, 48, 181, 492, 352, 41€15
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An empirical investigation of catastrophic forgetting in gradient-based neural networks (Goodfellow et. al., 2013)



CoLaNET Ha Permuted MNSIT

Mpodunb aerpagaummn CoLaNET gna 15 mukpokonoHok n a=0.023817

PesynbTaTbl CBUAETENBLCTBYIOT O CMELLEHHOM OanaHce B CTOPOHY CTabUMbHOCTU NamsATW, BMECTO MMacTUYHOCTY
oby4eHus. OTcyTcTBME 3a0blBAHMUS FTOBOPUT O TOM, YTO MUKPOKOIIOHKM, KOTOpble cneumduumMpoBanucb Ha oqHoON

3afade, 3aKkpernnarTcAd TakKk CUJ1IbHO, YTO BOO6LLI,e nepecrtarT MEeHATbCA Ha OPYrnX 3agadax.

Iterations Tasks
1 2 3 4 5) 6 7 8 9 10
1 94.36
2 94.34 [83.67
3 94.34 | 83.61 |34.17
4 94.34 | 83.61 | 34.68 |36.75
5] 94.33 | 83.60 | 34.68 | 36.76 | 25.59
6 94.45 | 83.60 | 34.68 | 36.76 | 25.59 |23.97
7 94.45 | 83.60 | 34.68 | 36.76 | 25.59 | 23.97 |12.01
8 94.43 | 83.60 | 34.68 | 36.76 | 25.59 | 23.97 | 12.03 |{15.25
9 94.43 | 83.60 | 34.68 | 36.76 | 25.59 | 23.97 | 12.03 | 15.27 |11.87
10 94.43 | 83.60 | 34.68 | 36.76 | 25.59 | 23.97 | 12.03 | 15.27 | 11.87 |13.55




OnTumanbHoOe 3Ha4YeHue aganTUBHOIo nopora a

-8 AAmean - FM mean
4 1000 s

3000 +1 std £1 sid
8000 800

7000 600

g g

6000 400

S000 200

4000

0 —3
0.000 0.005 0.010 0015 0,020 0.025 0.000 0.005 0.010 0015 0.020 0.025
at at

Mpwn 3HavyeHusax a Bbiwe 0.015 ceTb npakTuyeckn nepecrtaet 3abbiBaTth. [1pu 3Ha4veHnsx a ot 0 go 0.01
PacTyT Kak METPUKM TOMHOCTU, TaK U CBA3AHHbIE C YMEHbLUEHNEM MepPbI 3abbiBaHUS.



CoLaNET c onTumanbHbIM aganTUBHbLIM MOPOrom

Mpodounb aerpagaummn CoLaNET ana 15 mukpokosnioHok n a=0.005 (6bin 0.023817)

3Ha4yeHneM q, BblLLE KOTOPOro nagaeTt nnacTM4YHOCTb 0bydyeHnsa Ha gecaTtu 3agadax, ssnaetca 0.005.

Tasks

Iterations : :. - 3 9 10

91.03

89.35

91.68

85.62

90.60

92.29

85.13

90.54

91.90

92.49

82.65

88.15

90.85

92.01

93.06

80.41

87.83

90.41

91.14

92.77

92.05

80.06

87.21

89.72

91.02

92.10

91.78

91.94

78.85

86.55

89.29

90.58

91.08

91.48

91.89

91.99
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78.68

84.51

88.58

89.87

90.76

90.91

91.54

91.74

91.94

78.42

84.00

88.45

89.38

90.14

90.69

91.42

91.59

91.63

91.56




CoLaNET Ha 45 MMKPOKONMOHKaXx

Mpodounb gerpagaunn CoLaNET anga 45 mukpokosnioHok n a=0.01

CoLaNET gemoHcTpupyeT cnocoBbHOCTb 3(PEKTUBHO YUNTLCA HA OECATU 3afadvax, N B TO Ke BPEMS BbICOKYHO
YCTOMYMBOCTb K 3abbiBaHuto, gerpagnpya scero Ha 93.30 — 88.95 =4.35% Ha nepBon 3agadve nocrne obyyeHus
OEBATU OPYrMM 3agadyam.

Iterations Tasks
1 2 3 4 5) 6 7 8 9 10
1 93.30
2 91.84 (93.23
3 91.03 | 92.51 |93.62
4 90.48 | 92.01 | 93.45 |93.87
5) 90.19 [ 91.86 | 93.02 | 93.48 {92.97
6 89.75 [ 91.69 | 92.88 | 93.22 | 92.86 [93.01
T 89.57 [ 91.36 | 92.82 | 92.95 | 92.79 | 92.99 [93.03
8 89.09 [ 91.20 | 92.69 | 92.60 | 92.62 | 92.99 | 93.27 |91.73
9 89.00 | 91.19 | 92.46 | 92.57 | 92.47 | 92.92 | 92.96 | 91.69 |92.35
10 88.95 [ 91.29 | 92.37 | 92.37 | 92.31 | 92.65 | 92.75 | 91.43 | 92.30 |91.22




JkcnepumeHT 2: Extended MNSIT

« Task1:0,1,2,3,4,5,6,7,8,09.
- Task2: A,B,D,E, G, H,N,QR,S.

N3 EMNIST B cootBeTcTBMM € Antonov2022 BbibpaHo balanced pa3bueHune, U3 KOTOPOro UCNosib3yeTcsl AeCsATb KIaccoB
(ana cootHeceHna ¢ MNIST): 6ykebl A, B, D, E, G, H, N, Q, R, S. B kaxxgon 3agadye 28 TbIC. n3006pakeHun.

Q D H E E H
Q H S N G G

EMNIST: an extension of MNIST to handwritten letters (Cohen et. al., 2017)
Continuous learning of spiking networks trained with local rules (Dmitry Antonov, Kirill Sviatov, Sergey Sukhov, 2022)




CoLaNET Ha E/MNIST

Parameters MNIST ; EMNIST ) )
aandns | EMNIST |MNISTIFMLE yivpgp |EMNIST) FM2
0 88.67582.50] 25.09 [63.5879.7288.65] 19.27 |60.45
0.00125 02.65582.45| 32.32 [60.3380.57=91.37] 30.92 |49.65
0.00125, 0 O0.87T—8&87.72] 40.70 |50.17|87.20—92.72 3R.77 |51.43
0.00125, 1k O1.87T—R7.50| 43.40 [48.4T|R87.25—92.70| 44.80 |42.45
0.00125. 10k |92.07—87.75| 38.22 |53.85|86.4092.75| 44.67 |41.73
0.00125, 100k |91.15—87.17| 40.39 [50.76|86.62—93.45 44.19 |42.43
0.0015 02.40—82.92| 3990 |52.50|81.15—=90.10| 35.57 |45.58
0.0015, 0 01.15—=R7.45| 41.22 [49.93|87.07T—92.62 39.12 |47.95
0.0015. 1k |91.97—87.90| 41.82 [50.15|88.22-593.17| 43.92 [44.30
0.0015, 10k 01.15—87.95 41.67 |49.48|86.70—93.62 46.85 |39.85
0.0015, 100k [92.70—88.35| 42.90 [49.80|88.10—93.52 A8.77 139.33
0.002 02.60—=81.10| 49.02 [43.58|80.10—89.47| 38.05 [42.05
0.002, 0 91.85581.12| 44.19 |47.66|86.95—74.85| 52.40 |34.55
0.002, 1k 02.30—=86.65| 44.47 |AT.83|88.97—=80.90| 52.99 |35.98
0.002, 10k 01.92—=86.02] 42.02 149.90|88.50—91.20] 52.30 136.20
0.002, 100k |92.3587.67| 44.80 |47.55|88.5091.90| 53.42 |35.08
0.00233 92.42578.35| 56.87 135.55]78.49586.65] 38.37 |40.12
(0.00238, 0 01.10—65.52| 52.75 |38.35|83.25—29.70| 55.95 |27.30
0.00238, 1k 02.20—81.60] 50.22 |41.98|87.57—80.95 54.47 |133.10
0.00238. 10k |92.47—79.64| 53.02 |39.45|88.07—86.70| 58.02 [30.05
0.00238. 100k |92.90—84.25| 49.50 [43.40|88.40—87.72| 56.35 |32.05
0.003 02.12—63.95| 66.55 |2R.57|74.54—82.12 40.24 134.30
0.003, 0 91.72—26.55| 61.00 |30.72169.17T—44.40| 44.07 |25.10
0.003, 1k |93.35559.77| 63.72 |20.63|82.2036.65| 54.72 |27.48
0.003, 10k |91.60—44.19| 66.87 |24.73|85.9267.62| 56.47 |29.45




CoLaNET nocne o6y4dyeHnsa Ha MNIST, notom Ha EMNIST
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CpaBHeHMe pe3ynbLTaToB

10 3apgay Permuted MNIST

2 3apayn E/MNIST

AA FM

Joint training 89.05 £ 0.27

GEM [20] 74.57 +£0.10] 7.40 + 0.11
AGEM [4] 69.50 + 0.76{13.10 £+ 0.63
MER . [25] 75.75 £ 0.65] 8.74 +0.73
MIR [1] 78.31 £0.63| 7.15 £ 0.67
CTN [23] 79.70 + 0.44| 5.08 £+ 0.44
NCC [30] 83.47 + 0.43] 3.44 + 0.26
CoLaNET (15 microcolumns)|89.67 + 0.16| 2.75 + 0.23
CoLaNET (45 microcolumns)|92.39 + 0.13| 0.94 + 0.17

CpaBHeHne 3a(pPeKTUBHOCTU pasHbIX NOAX0L40B
BOCMNpOM3BEAEHUS NaMATU Ha pa3mepe bydepa 50
anemMeHToB Ha gecaTtn 3agadax Permuted MNIST agnsa
OQHOM 3MNoxu 0byyeHnsa Ha Kaxkaon 3agade. B HuxHen
YacTu NpuBeaeHbl aHanornYHble pesyrnsratbl 4N
CoLaNET B koHdurypaumax Ha 15 n 45 MUKPOKOSOHOK.
PesynbtaTthl ycpeaHeHbl No 4ECATU HE3aBUCUMbIM

SKCMepuUMeHTaM.

MNIST—EMNIST| MNIST FM
SNN [31] 90.8—78.4 48.1 42.7
Lateral inhibition 94.8—88.9 78.6 16.2
Pseudo-rehearsal 93.6—79.0 43.5 50.1
Self-reminder (0.25%) 93.6—74.0 74.5 19.1
Self-reminder (10%) 93.6—77.8 91.1 2.5
Noise regularization 93.9—87.8 67.2 26.7
Dropout 94.2—87.6 62.9 31.3
Frozen large weights 93.6—69.2 78.2 15.4
Langevin dynamics 93.6—78.3 82.2 11.4
Joint training 93.6—79.7 92.0 1.6
CoLaNET 92.9—84.3 49.5 43.4
CoLaNET + permutation 92.14—86.96 90.87 + 0.32|1.27 + 0.37

Mitigating Forgetting in Online Continual Learning with Neuron Calibration (Yin et. al., 2021)
Continuous learning of spiking networks trained with local rules (Antonov et. al., 2022)
Continual Learning with Columnar Spiking Neural Networks (Larionov et al., 2025)

Pesynbratel Ha Permuted MNIST He Bocnpounssogatcs Ha E/MNIST, Tak
Kak B NPM3HAKOBOM NpeacTaBneHnm 3agay npucyTcTesyeT obLHOCTb.
Y6paTb 06LWHOCTb BO3MOXXHO LIEHOW NOTEPU NPOCTPAHCTBEHHbIX
naTTEPHOB, MPUMEHUB K KaXXKAOMy AaTaceTy CryyanHyto nepecTtaHOBKY
(permutation).




JkcnepumeHT 3: Permuted E/MNSIT

e Task1l:0,1,2,3,4,5,6,7,8,09.
« Task2:A,B,D,E, G, H, N, QR,S.
e Task3: Z, X, Y, U W,J L, P K,C.

K kaxxgoun 3agadye npuMeHsieTcs criydanHasa nepectaHoBka (ogMHakoBasi Ans BCeX U3obpaxeHun 3agayn). B
NPU3HAKOBbLIX MPOCTPaHCTBax OonbLle HET ODOLLHOCTU, YTO MNO3BOMSET 3HAYUTENBHO YNydywnTb MeTpukn CL.

wlelewol”
ZIEZ]PllY

Taskl Task2 Task3
1 93.30
2 91.84 93.23
3 91.03 92.51 93.62




KoHTakTbl U maTepuanbl

tg: https://t.me/nrmairus
git: https://qitflic.ru/project/dlarionov/cl



https://t.me/nrmairus
https://gitflic.ru/project/dlarionov/cl

