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MoTunsaumAa

e CBepTOYHAA CeTb — HEOHXOAMMbIN 3INEMEHT BCEX HEUPOHHbIX CETEN,
NOKa3bIBAKOLWMX BbICOKYIO TOYHOCTb KnaccnduKkaumm nsobpaxkeHunn.

* B pexxume pabotbl (inference) npamoin nepeHoc naen cBepPTOUHbIX
ceTen B UMNY/IbCHbIM JOMEH He Bbi3biBaeT Nnpobaem.

* B pexXume obyyeHMA TaKOU nepeHoc NpobaemaTUYEH, TaK KakK
HapyLwaeT NPUHUMN JIOKAaNbHOCTU — €CNN KaXKaasa No3nLmus
CBEPTOYHOW MATPULLbI Ppeanmn3yeTca oTae/IbHbIM HEMPOHOM, 3TO
O3HA4aeT, YTO OAAMH aKT UIMEHEHMA SNEMEHTA 3TON MATPULLbI
COOTBETCTBYET OAHOBPEMEHHOMY OZIMHAKOBOMY U3MEHEHMUIO
CMHANTUYECKOro Beca cpasy y MHOIMX HEMPOHOB.

r - PeweHunto gaHHoM npobnembl 1
NOCBALLEHO HacToALLEE nccneaoBaHue.




oeAa Halwero metoaa BblTeKkaeT 13 2
OCHOBHbIX MOCTYN1aTOB

1. HeponycTnmbl HENOKa/IbHbIE ONEPaLMM HAd, CUHANTUYECKMMMU
Becamu (no weight sharing).

2. CBepTKM 3aBUCAT OT 06/1aCTU NPUMEHEHUSA, @ HE OT KOHKPETHOM
3a/1a4M — ANA Pa3HbIX 3a4a4 U3 oaHOM 0bn1acT moryT bbITb
MPUMEHEHbI OAHU U TE ¥Ke CBEePTKMU.

CBepTOYHble MaTPULblI MOTYT ObITb NOAYYEHbI HA OCHOBE

npeanosaraemoro NpUMeHeHua cetT N 3adUKCUpoBaHbl B BUAE

I H6onbLION penpe3eHTaTUBHOM BbIOOPKU N30b6paxeHnn n3 obnactu

HennacTuyHbIx cnoeB UMHC. ObyyeHmne pelueHno KOHKPETHbIX
3334 Knaccmdukaumm byaet npm sTom Npomn3BoAUTCS
BbllWenexawmmm cnoamm Ha ocHoBse apxutektypbl CoLaNET.



ANTOPUTM NOSTYYEHNA CBEPTOYUYHDbIX
MATPUL, 418 n3obparkeHnm m3
NAHHOW NPUKAaAHOW 061aCTU



Bxoanwble 1aHHbBIE:

bosbiioit Habop n3o0paxkeHuit (MaTpuil siprkocTer nukcenei) G
* PasMmep cBepTouHbix matpuil K

* UYucno ceeprounbix marpuil N

CnBur CBEpTKH S

I'vnepnapamerpsl ajropurma:

* IloporoBas sspkoCTh IUKCeEIs B

* Hwxusig rpanniia 3HaYEHUS HIIEMEHTOB CBEPTOYHON MaTpuilbl Wi (<0)
* BepxHss rpanuna 3HaYCHUA DIIEMEHTOB CBEPTOYHOU MATPULIBL W oy

* CkopocTb 00yueHus |

PesyabTar ajqropurma:

Habop cBepTounbIx Marpuil W = W,;, tie 0 <a <Ng, 0 <1,J <K



AnroputM cocTouT U3 urepanuii. Kaxkgas urepamus COOTBETCTBYET OMHOMY CIIYYalHO B3SITOMY
n3o0paxkeHuro u3 G. Bo3aM0)XXHO HECKOJIBKO AITOX.

KpoMe W B aliropuT™Me y4acTBYET BCIIOMOrarenabHbii TeH30p W, TOM XK€ pa3MEpHOCTH, YTO W,
Onementsl W U W Bceryia cBI3aHbl COOTHOIIIEHUEM

(Wmax — Wmin)maX(W' O)

W) = Wi +
w(W) = Wi Wingx — Wimin + max(W,0)

" IICPpCaar0OTCA N3 UTCPpAlUN B UTCPALINIO.

B Hayane anroputMma Bce 3seMeHTsl W 1 W paBabl 0 1 'Wmin(W - Wmin)/W

COOTBCTCTBCHHO.

max max?



dopmasibHaA 3anmcb 04HON UTepaLmMm aaroputma

¢ « the tensor of convolutions of g with w with the stride s. else
E—0O p—0,n,«<—0,k—0
while max(c) > 0 & |E| < N¢ I « set of all values in g in decreasing order
<a, p, §> < indices of random element of ¢ such that c,,, = whilep<1
max(c) forall0<i,j<K
ifa ¢ E if gi7 = 7
E < EU{a} P < D+ Wqij
g"W «— KxK tile of g with upper left corner coordinates (ps, Wy Wy + |
gs) Wi e wlW..:
if max(c) <1 o _ nba<l]— n, +(1 )
N, «— the number of pixels in gV brighter than B. end if
if0<n, <K2 end for
forall0<i,j<K Ke—k+1
Waij +1 if gij > B end while
Waij < Waij_l(éi o/w f0|faIIO§i,j<K
b if gij < 7
Wgii <« W(Wy;i In
end for Hau) Waij = Waij = 1
end if Waij < w(Weij)
end if
end for

end if
Cprt < O for all <b, r, t>for whichr=p &t=q
end while



HepopmasbHOE OnMcaHme oaAHOW UTepaumnmn
ANITOPUTMA

1. CuuTaeM CBepPTKH HOBOI'0 U300pPasKeHUs C CyHIeCTBYIOIIMM TEH30POM
CBEPTOK

2. JIJI KaxKA0M CBEPTKH HAXOAUM caMoe 00JIbIoe 3HAYeHUue, HO TaK, YTOObI B
ITOH K€ MO3ULHUHU APyrue CBepPTKH He uMeJu 00abImuX 3HAYEeHU .

3. Ecan 310 3Hauenne MaJio (< 1), yBeauunBaeM Te 3JIEMEHTbI CBEPTOUHO
MATPHUIbI, KOTOPbIE COOTBETCTBYIOT APKUM IMUKCEJIAM, OCTAJbHbIEC 3JIECMEHThI
COOTBETCTBEHHO YMEHbIIIAEM.

4. Eciv 3T0 3HAa4YeHHMe BEJIMKO0, HAX0AUM caMble IPKHE MAKCEIH NMOKAa X CyMMa,
B3BCIICHHAA COOTBETCTBYIOLIMMHM CBEPTOYHBIMH KOI(PPULIHEHTAM He
cTaHOBUTCH OoJiblied 1. Bce coorBeTcTBYIOLIME UM 3JIEMEHTHI CBEPTOYHOU
MATPHUIbI YBEJIUYNBAEM, OCTAJIbHbIC COOTBETCTBEHHO YMEHbIIIAEM.



[TopTMpOBaHME CBEPTOYHbLIX MATPUL, B CBEPTOYHYIO
MMMYNbCHYHO HEMPOHHYIO CETb

* CHHaANTUYECKHUE BECa HEMPOHOB CBEPTOYHOIO CJIOS MPOTOPIIHMOHAIBHBI 3JIEMEHTaM
W. KoadduuueHT nponopiuuoHaJIbHOCTH YCTaHABIMBAETCS M3 pacyeTa 3aJaHHON
CPEIHEN YaCTOThI CpadaThIBAHUS HEUPOHOB CBEPTOYHOIO CJIOA.

 Tak Kak I cIydas YaCTOTHOTO KOAUPOBAHUS peaan3oBaTh Max pooling cioxHo,
HcIonb3yeTcs mean pooling (tounee, sum pooling). 3To COOTBETCTBYET HEHPOHY, Y
KOTOPOT'0 BCE€ CHHANTHYECKUE BECA UyTh OOJIBIIIE OPOTrOBOr0 MOTECHIINAIA.

* Jlnsa momydeHus TogHOro SUM pooling n3amMeHeHrne MeMOpaHHOT0 OTSHITHATIA
HEUpOHA NpHU CpadaThIBAHUU YyTh M3MEHEHO MO CPABHEHHIO CO CTAaHAapPTHOM
moneisio LIF:

lf u = = Uryp, U < U — uTHR,flT'lng



[ToumeHeHne cBEPTOYHOW
MMIMY1IbCHOWN HEMPOHHOW CETU ANA
KnaccuduKkaumm obbeKkToB B
natacete Neovosion?Z



STanbl NpeaobpaboTKm
M306paxKeHnm B
natacete Neovision?2

BbigeneHne ob6beKToB




STanbl NpeaobpaboTKn
M306paxKeHnm B
natacete Neovision?2

[locTpoeHne pa3HOCTHOWU
TEPMOKApPTHI




STanbl NpeaobpaboTKm
M306paxKeHnm B
natacete Neovision?2

Co3aaHMe maccumBa
PACNO3HaHHbIX OOBbEKTOB




[loly4eHHble CBePTOYHbIE MATPULLbI




CTPYKTYpa KNAaCCUPULMPVYIOLLEN CBEPTOYHOMN
MMMNY/IbCHOW HENPOCETHU

Conv 9x9 Mean Fully
stride 2 pooling connected
2x2

Cyclist

28%6%6
flattened

28x12x12



CxemaTunyHaa cTpykTypa cetn CoLaNET

CLASS LABELS

DECISION
CLASS
o @ DECISION
10 \
\ \\ o
T
& ou ‘
\ \ BIASGATE .’ —
REWGATE ‘
WTA
learning

neurons

From other
class labels

connection types

== strong excitatory

—> excitatory

delayed excitatory
== strong inhibitory
== activating

=3 blocking

—> dopamine




CpaBHeHWe pe3y/1bTaToB



C yem CcpaBHMBANM

ULSNN. UmnynbcHaA ceTb ¢ oby4yatouiemca 6e3 yumtena cioem

CNN1. Knaccuyeckan caepTodHas cetb, Aatoluan P. Diehl , M. Cook, "Unsupervised learning of digit recognition using spike-
TOHHOCTH >99_% Ha MNIST ) o timing-dependent plasticity", Frontiers in Computational Neuroscience, vol. 9,
1. convolutional 32X4X4, stride 1, activation - 1015, https://www.frontiersin.org/journals/computational-

ReLu _ neuroscience/articles/10.3389/fncom.2015.00099
max pooling 2X 2

N

3. convolutional 64X3X3, stride 1, activation - e
ReLu TP
. : L Y ° : e ° : Q
4. max pooling 2X2 .::..::..:
5. flatten, dropout 0.5 ::.:::.:::
. . )
6. fully connected, activation — softmax, 5 target 2l 4 o 4 .
classes o Ssesteetts
M ; e < 8
331/9s3 73 2
CNN2. CBepTouHas ceTb, Hanbonee 6/113Kan no gzc ;3 893 ;?
J q
CTPYKTYpE K Halleun ?,{ggtzga Jo”
. . . . S i~
1. convolutional 28X9X9, stride 2, activation - !9 2 ;: i s ;o 5
&
ReLu 13 55¥5 ¢ i T o
" [ >< N §
2. max pooling 2X2 eitatory 803 K,
S
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flatten, dropout 0.5
4. fully connected, activation — softmax, 5 target
classes



https://www.frontiersin.org/journals/computational-neuroscience/articles/10.3389/fncom.2015.00099

Pe3ynbTaTbl CpaBHEHMUA

TouyHoCTb, %

Cetb cmaHOapmHoe
cpeoHAA
OMK/IOHEHUe
CNN1 94.35 0.32
CNN?2 92.34 0.42
ULSNN 78.30 0.28

CSNN 91.58 1.1



Kaspersky
Neuromorphic Al

AHannNTNyeckoe nccnepgoBaHve
onHamMunkm ooyueHmnsa ColLaNET

Oner optoHOB, Bnagnmunp KnnHbLuos
HINY BLLUS HuxHmum Hosropon,

Mwnxann Kucenes
Kaspersky



* Kiselev M. CoLaNET - A Spiking Neural Network with Columnar Layered

CO La N ET Architecture for Classification // arXiv preprint: 2409.01230. — 2025.

CLASS LABELS

O . O DECISION

Connections types
OUT ———Jp dopamine
BIASGATE —>  fixed
delayed
PEWGATE excitgtory
_>(activagti§;t I/nb%cking)
WTA
LEARNING
NEURONS

plastic connections




Simplified Digital Algorithm

HeT [NpenbaBneH Ha
NONOXUTENbHbIN
?
NpyMep Sensory Neurons
U; > 0? Uu; > 0? _
j J U] = 2 Wjini
r w
Huuerone | | Ocna6bnenne | | N <« N +1, D Ha
MeHsieTCs cBsA3el #) YcuneHve e =
_ cBazen #N
HeTl
-
YcuneHne OcnabneHne

* Kiselev M. A digital machine learning algorithm simulating spiking o o ..
neural network CoLaNET //arXiv preprint:2503.17111. — 2025. cBs3en #k CBA3eu #] AN

Uz, k%)




3apaya bmHapHoOW Knaccupukaunm

KogupoBaHne BXOOHOW aKTVBHOCTU
B Buae layccoBbIX peuenTUBHbIX
nonemn:

(x —m,;)?
fi(xX) = finax €XP (_ 252 )

daKkTnyecKkoe uYNCNO UMMy IbCOB
onpenendeTcd no pacnpeaeneHuio
NyaccoHa C COOTBETCTBYIOLMM
cpegHvMm.

NonoXXNTENbHbIV HeraTvBHbIV
npl/uvlep\ n;mwlep
-t 00—
0 a b 1




TeopeTnyeckme pesynbTaThl

Y11CNO MNKPOKONOHOK

e  OKCNEpPUMEHT
21 -
=== Teopusa
19 -
17 -
15 o o 4
° o,’,
13 1 0o "
oo -~
11 oo
° O’z’
9 1 L P
° o,”
7 A [ ) ,/’
[ BN ] ’/,
5 e e ,f’
® -
31 . .f,,’
I ad

1{ e »7

002 010 018 026 034 042 050 058

HnvHa nosunTmBHOro nHTepsana (b-a)

TouyHOCTb

1.00

0.95 1

0.90 -

0.85 1

0.80 -

0.75 -

=== Teopws -~
—— Simplified Model
= Full CoLaNET

10% 10%

KonnuecTBo 06yvatowLmx nTepaumin



1. TMoHumaHne padoTtbl CoLaNET ;
2. OnTMmMmnsauung runepnapameTpoB 0
[lepcnekTrBbl 095-

1.

3auyemM 3TO HY>XHO? MNIST

bornee cno)xHble 3agaun

2. Bonee cnoxHble apxXnUTeKTYpPbI

1.

TouyHOCTb

[Ty6nnkaunn

Goryunov et al. "Modeling the Training Dynamics

O
[0
@)

of ColLaNET," /EEE Proceedings of DCNA, o7s-

pp. 39-41, 2025.

Goryunov et al. “Understanding the training 070;

dynamics of CoLaNET by its simplified model”.

O 00 NO O AW DN T O

Chaos, Solitons and Fractals (submitted) 10° 0

KonnyecTBo 06yvatoLLmX NTepaLm




Cnacumbo 3a BH1maHue!



TeopeTmnyeckme pesynbTaThl

(a:) | : | | : | : (b)l : I i | ’ | I
a * b a +

L | | : | | I .
a 'b a

O6nacTb aKTVBHOCTU OJ19 OgHOro npumepa I

[ = 20\/21nfmapr

Hanbonee BepodaTHOE YCNO MUKPOKOTOHOK N':

N b—a
21




TeopeTmnyeckme pesynbTaThl

ANNpoKCMMpPYEM BEC B BUAE [[ayCCOBOW KPUBOW

Cneonm 3a MakCMyMOM w .

4

L R
/27 1/2 ! l ' 1/2 \' 1/2
N 2l 4

Toroa membpaHHbI MoTeHUan j-ro HenpoHa:

2mwo? )? (% — x]-)z
Uj = Tpfmaxnch o2+ o2 exp | — 2062 + 1)

OTKyOa MOXHO HalTV BEC Wy , KOra HEMPOH HauHaeT pearnpoBaTh;

0 2o 2)( 2 (Wimax — Wmin) (Wto — Winin)

Wiy = = Wy =
0 Tpf maxN \ o% + X 2 (Wmax o Wto)




[loka HEWPOH HEe pearvpyeT HW Ha OOVH MPUMEP, PECYPC B LEHTPE
N3MEHSAETCH Mo cnepyowemy LY:

dWw . N dl o = Wi, (b — a) (Wmax o vvmin)2
dt b—a 0 d l Wainax(Wmax — Wto)

[anee nogBngeTca o06nacTb, Ha MNPUMEPbl N3 KOTOPOW HENPOH
CaMOCTOSTENBHO pearnpyert:

w
Lr(wy) =2 [2(6% + x2)In—




JInHeapnsys nocnegHee ypaBHeHME, MOXHO MOMYyYUTb:

t —t,
W) =Wy + (W,;0 — Wl)exp (— . )

rae
_ W1 (b R a) lz (Wmax _ Wmin)2

t
! d [ 0'2 T XZ (Wmax o Wl)z

W. = (Wmax o Wmin) (Wl o Wmin)
1=
(Wmax o Wl)

ToYHOCTbL KnaccrdprKaumm MOXXHO HaNTY No GopMYIe:

[
Accuracy=1—-(b—a) ( — 2—’;)



